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The inner workings of large 
language models

@SimonAubury



👋 Hello! 
I am Simon Aubury
Data stuff @ Simple Machines
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🍹 GinAI - Cocktails mixed 
with generative AI

 Can ML predict where 
my cat is now?

🐨 Koala Counting 
With Kafka

https://simon-aubury.medium.com/ginai-cocktails-mixed-with-generative-ai-21cf20f13727
https://simon-aubury.medium.com/ginai-cocktails-mixed-with-generative-ai-21cf20f13727
https://towardsdatascience.com/can-ml-predict-where-my-cat-is-now-part-2-7efaec267339
https://towardsdatascience.com/can-ml-predict-where-my-cat-is-now-part-2-7efaec267339
https://www.confluent.io/events/current-2022/koala-counting-with-kafka/
https://www.confluent.io/events/current-2022/koala-counting-with-kafka/


LLM’s
You may have heard of them?
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Training

Pre training & fine tuning

Large language models

Data

A bunch of text

Architecture

The transformer
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1. Data
Let’s compress the internet
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“Snow”

Image by StockSnap from Pixabay

🌨

WebVectors Online for "snow" 

https://pixabay.com/users/stocksnap-894430/?utm_source=link-attribution&utm_medium=referral&utm_campaign=image&utm_content=2571360
https://pixabay.com//?utm_source=link-attribution&utm_medium=referral&utm_campaign=image&utm_content=2571360
http://vectors.nlpl.eu/explore/embeddings/en/MOD_enwiki_upos_skipgram_300_2_2021/queen_NOUN/


Language models 
represent words* as a long 
list of numbers called a 
word vector
* words or tokens 
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Word vectors

Source: WebVectors Online for "snow" 

http://vectors.nlpl.eu/explore/embeddings/en/#
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Source : LLM with a minimum of math and jargon 
Timothy B Lee & Sean Trott

https://www.understandingai.org/p/large-language-models-explained-with
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Company

Place

Date

Expression

https://en.wikipedia.org/wiki/Snowflake_Inc.  

https://en.wikipedia.org/wiki/Snowflake_Inc


2. Architecture
The transformer



Understanding language can be challenging
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The mother penguin comes back from 
hunting with freshly caught fish.

context

context



Transformers

12Source: Attention Is All You Need https://arxiv.org/abs/1706.03762 

https://arxiv.org/abs/1706.03762


Self-attention
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Inspired by DeepLearning.AI 

The 
mother 

penguin 
comes 

back 
from 

hunting 

The 
mother 
penguin 
comes 
back 
from 
hunting 

http://deeplearning.ai/


Each layer of an LLM is a 
transformer … building a 
network with billions of 
parameters.
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Transformers & attention

Source LLM with a minimum of math and jargon 
Timothy B Lee & Sean Trott

https://www.understandingai.org/p/large-language-models-explained-with


CompletionBase model Billions of parameters are 
dispersed through the network
▪ We can measure & adjust to 

improve predictions
▪ We don’t know how the 

billions of parameters 
collaborate to do it!
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The base model

Penguins

live

the

amongst

snow

and

ice

Context



3. Training
Pre training & fine-tuning
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How to train your LLM

Pretraining (once)

1. PB’s of text.
2. 1000’s of GPUs.
3. Compress the text into 

a neural network,
4. Pay 💰 wait 📆

➡ Obtain base model.

Fine-tuning (recurring)

1. 1000’s ideal Q&A 
responses (human)

2. Finetune base model 
on this data wait 📆

3. Obtain assistant model
4. Evaluate, deploy & 

monitor



Pre-training is the most 
expensive and time 
consuming stage of building 
an LLM. 

~ $100 million for GPT-4 !
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Pre-training

GPT-3T5BERT

Source: Brown et al. 2020, "Language Models are Few-Shot Learners”

https://arxiv.org/pdf/2005.14165.pdf 

https://arxiv.org/pdf/2005.14165.pdf


Base models are not 
assistants

Require fine-tuning to 
demonstrate ideal 
responses
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Fine-tuning (recurring)

Source: State of GPT
Andrej Karpathy

https://karpathy.ai/stateofgpt.pdf


 It is faster to pick than to generate.
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Reinforcement Learning from Human Feedback 

�� ����
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What does this 
mean for data 
engineers?

Image by Bonnie Kolarik from Pixabay

https://pixabay.com/users/suesnyder722-770731/?utm_source=link-attribution&utm_medium=referral&utm_campaign=image&utm_content=633826
https://pixabay.com//?utm_source=link-attribution&utm_medium=referral&utm_campaign=image&utm_content=633826


“ The entire history of 
software engineering 
is one of rising levels 
of abstraction.

Grady Booch, IBM chief scientist 
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LLM’s for a data engineer …

Build an LLM Chatbot in Streamlit 
on your Snowflake Data 

Semantic Layer as the Data 
Interface for LLMs 

Prompted visualisations with 
PandasQueryEngine and 
LlamaIndex 

https://quickstarts.snowflake.com/guide/frosty_llm_chatbot_on_streamlit_snowflake/#0
https://quickstarts.snowflake.com/guide/frosty_llm_chatbot_on_streamlit_snowflake/#0
https://roundup.getdbt.com/p/semantic-layer-as-the-data-interface
https://roundup.getdbt.com/p/semantic-layer-as-the-data-interface
https://simon-aubury.medium.com/my-data-your-llm-paranoid-analysis-of-imessage-chats-with-openai-llamaindex-duckdb-60e5eb9e23e3
https://simon-aubury.medium.com/my-data-your-llm-paranoid-analysis-of-imessage-chats-with-openai-llamaindex-duckdb-60e5eb9e23e3
https://simon-aubury.medium.com/my-data-your-llm-paranoid-analysis-of-imessage-chats-with-openai-llamaindex-duckdb-60e5eb9e23e3


▪ LLMs - Data, Architecture & 
Training

▪ Use someone else’s base 
model

▪ Rising levels of abstraction 
will increase adoption
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Take-away’s

Image by Darya-Greengrey from Pixabay

https://pixabay.com/users/darya-greengrey-24193189/?utm_source=link-attribution&utm_medium=referral&utm_campaign=image&utm_content=6769948
https://pixabay.com//?utm_source=link-attribution&utm_medium=referral&utm_campaign=image&utm_content=6769948
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Thanks!

@SimonAubury
❤Presentation template by SlidesCarnival, Icons Flaticon  photos Unsplash and Pixabay

https://www.slidescarnival.com/
https://www.flaticon.com/
https://unsplash.com/
https://pixabay.com/


CREDITS

Special thanks to all the people who made and 
released these awesome resources for free:
▪ Presentation template by SlidesCarnival
▪ Icons Flaticon  photos Unsplash and Pixabay
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http://www.slidescarnival.com/
http://unsplash.com/
https://pixabay.com//

